
NEW ZEALAND JOURNAL OF MATHEMATICS
Volume 52 (2021), 605–642
https://doi.org/10.53733/141

ENERGY-MINIMAL PRINCIPLES IN GEOMETRIC FUNCTION

THEORY

Tadeusz Iwaniec, Gaven Martin, and Jani Onninen

(Received 21 July 2021)

In memory of Sir Vaughan Frederick Randal Jones
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Abstract. We survey a number of recent developments in geometric analysis as

they pertain to the calculus of variations and extremal problems in geometric

function theory following the NZMRI lectures given by the first author at those
workshops in Napier in 1998 and 2005.

1. Introduction

This article is a reflection of the authors’ research program to advance variational
techniques in Geometric Function Theory with many and varied applications in
mind. On one hand to things like nonlinear materials science, the calculus of
variations, nonlinear analysis and PDEs, and on the other to Teichmüller theory
and Riemann surfaces. While making a few new observations, the material in this
article is largely expository in nature and presents a number of recent advances
from the NZMRI lectures given by the first author at those workshops in Napier in
1998 (Geometric Analysis) and 2005 (Interactions between Geometry and Algebra).
Indeed it was during that second conference that we (with Kari Astala - also in
attendence) began [3] which set up the main initial problems in the area, identified
the connections between minimisers of mean distortion and harmonic mappings
and the Nitsche phenomenon, [35, 2]. These ultimately led to the resolution of the
Nitsche Conjecture from 1962, [20]. Generalisations were discussed in [22].

The modern theory seeks an in-depth analysis of deformations which minimise
naturally occurring energy functionals in geometric analysis and solve the associ-
ated Euler-Lagrange (and other related) equations. Crucially, we confine ourselves
not just to examples, but to use these examples to gain insight and new points of
view to uncover novel phenomena – such as the Nitsche phenomenon, which un-
expectedly identified conformal invariants as obstructions to the existence of ‘nice’
minimisers for even the Dirichlet energy, see (1.2) below. Thus the main objects of
our discussion are mappings

h : X onto−−→ Y (1.1)

between given spaces of the same topological type; the map h is typically, an
orientation preserving homeomorphism and referred to as an elastic deformation in
materials science. Although X and Y could be general Riemannian n -manifolds
(with or without boundaries), we shall largely focus on the case they are Euclidean
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domains X,Y ⊂ Rn . Our standing assumption is that h belongs to some Sobolev
space W 1,p

loc (X,Rn) ; where normally 1 < p < ∞ . The case p = 1 will often
be treated as marginal due to the lack of reflexibility of W 1,1(X,Rn) ; it turns
out that reflexibility is a fundamental prerequisite for establishing the existence of
energy-minimal mappings (usually called hyperelastic deformations) via existence
approaches based in the direct method of the calculus of variations. Typically
a studied problem will require a priori bounds in a natural Sobolev space. For
instance in the classical case of determining the hyperelastic deformation of the
energy functional

h 7→
∫
X
|Dh(x)|2dσX(x) (1.2)

subject to any constraints, one must seek minimisers in W 1,2(X,Y). Here

|Dh(x)|2 =
∑
i,j

∣∣∣∣∂hj∂xk

∣∣∣∣2 , x = (x1, . . . , xN ) ∈ X, h(x) = (h1(x), . . . , hN (x)) ∈ Y

(1.3)
is the Hilbert-Schmidt norm.

Sobolev mappings between Riemannian manifolds can be defined in several ways,
that are not necessary equivalent. We may, and do, assume that Y is a subset (not
necessarily a subdomain) of RN for some sufficiently large dimension N . This
follows from the celebrated embedding theorem of J. Nash [34]. This being so, we
say that h : X → Y ⊂ RN belongs to W 1,p(X,Y) if each of its N coordinate
functions lies in the linear space W 1,p(X,R) and h(x) ∈ Y for every x ∈ X ;
here there is a standard way of defining Sobolev scalar functions on a manifold.
However, caution must be exercised because the topology of the target space Y
(later referred to as the deformed configuration) may prevent smooth mappings
from being dense in W 1,p(X,Y) , [18].

The following problem, still open, gives a glimpse of the difficulties arising already
at the very basic stages concerning Sobolev homeomorphisms.

Problem 1.1. Let Y ⊂ Rn be a bounded topological ball (so homeomorphic to the
unit ball B ). For what p (any ?) does there exist a homeomorphism h : B onto−−→ Y
of Sobolev class W 1,p(B,Y) ?

2. Sobolev Homeomorphisms as Elastic Deformations

Elastic deformations of material bodies have fascinated famous scientists for cen-
turies as one can see in the writings of, for instance, G. Galileo, H. Hook, L. Euler,
J-L. Lagrange, T. Young, A. Cauchy, G. Green, and G.R. Kirchoff. Nowadays,
the study of mathematical models for nonlinear elasticity is a very active science.
Here we will not cover all the major developments of the modern theory, but will
discuss the principles with a determination to rework, using other recent mathe-
matical advances, some of the problematic presuppositions. At the heart of these
presuppositions is the Principle of Noninterpenetration of Matter, [5]. This roughly
asserts that an energy minimiser should always be a homeomorphism (and perhaps
even a diffeomorphism depending on the problem - but certainly not discontinous,
see [6]). Here we will see that one must really adopt the more general class of mono-
tone (n = 2 ) Sobolev mappings as legitimate hyperelastic deformations of elastic
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bodies. This leads to the “Weak Principle of Noninterpenetration of Matter” and
even in this apparently weaker context new topological and geometrical arguments
are essential.

2.1. Hyperelasticity. For the mathematical models of nonlinear elasticity, we
study homeomorphisms h : X onto−−→ Y of smallest stored energy,

E [h] =

∫
X

E(x, h,Dh) dx , E : X× Y× Rn×n → R, (2.1)

where the so-called stored energy function E characterizes the various mechanical
and elastic properties of the materials occupying the domains X and Y . We have
also written dx as a shorthand for whatever measure dσX(x) is given as data on X.
The p-harmonic energy,

Ep[h] =

∫
X
|Dh(x)|p dx (2.2)

including the Dirichlet integral ( p = 2 ), is the ideal example to illustrate the scheme
for the direct method in the Calculus of Variations, and we will do so later after
we introduce a few more natural stored energy functionals.

When p ≥ 1 the integrand in (2.2) is a convex function of the differential Dh.
We will soon see why this is important. The case p = n will hereafter be referred
to as the Conformal Energy. This is due to the fact that En[h] =

∫
X |Dh(x)|n dx

is invariant under a conformal change of the x -variable.
Let us also introduce two other natural functionals. First the so-called bi-

conformal energy defined for homeomorphisms h : X onto−−→ Y of Sobolev class

W 1,n(X,Y) whose inverse f
def
== h−1 : Y onto−−→ X also lies in the Sobolev space

W 1,n(Y,X)

En[h, f ] =

∫
X
|Dh(x)|n dx +

∫
Y
|Df(y)|n dy (2.3)

This can be formulated, equivalently via the change of variable y = h(x) in the
second integral, by means of one polyconvex energy functional for h on X :

T [h] =

∫
X

(
|Dh(x)|n + |(Dh(x))−1|nJ(x, h)

)
dx (2.4)

Here J(x, h) is the Jacobian determinant of Dh and polyconvexity, discussed further
below, refers to the fact that the integrand is again a convex function of the minors
of the differential Dh. We don’t assert that it is obvious that |(Dh(x))−1|nJ(x, h)
or |Dh(x)|n/J(x, h) are such convex functions. From the latter we consider the
q-conformal energy functional

Kq[h] =

∫
X

(
|Dh(x)|n

J(x, h)

)q
dx. (2.5)

Here the integrand is actually a distortion function usually denoted

K(x, h) =
|Dh(x)|n

J(x, h)
(2.6)

and is an infinitesimal measure of a the anisotropic nature of the deformation. To
see this note that for suitably regular deformations h we can order the eigenvalues
of DhtDh as 0 < λ2

1 ≤ λ2
2 < · · · < λ2

n <∞. Then
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nn/2
(
λ1

λn

)n
≤ K(x, h)2 =

(λ2
1 + λ2

2 + · · ·+ λ2
n)n/2

λ1.λ2. · · · .λn
≤ nn/2

(
λn
λ1

)n
Thus K is controlled by the linear distortion,

K = K(x, h) =
λn
λ1

= lim sup
r→0

max|ζ|=r |h(x+ ζ)− h(x)|
min|ζ|=r |h(x+ ζ)− h(x)|

In two dimensions actually K(x, h) = 1
2 (K + 1/K). A W 1,n(X,Y) homeomor-

phism between Euclidean domains with K ∈ L∞(X) (equivalently K ∈ L∞(X)) is
called quasiconformal. The functional Kq[h] is sometimes referred to as the q-mean
distortion.

To understand the existence problem for hyperelastic deformations, that is min-
imisers, we must first accept the weak limits of energy-minimizing sequences of
homeomorphisms as legitimate deformations. Thus we allow for weak interpenetra-
tion of matter ; roughly speaking, squeezing of portion of the material to a point
can occur, but not folding or tearing. This potentially changes the nature of a
minimisation problem to the extent that the minimal energy among such weaker
deformations might be strictly smaller than the infimum energy among homeomor-
phisms. Indeed this can happen. However when it does not, one might subsequently
attempt to explain why this squeezing doesn’t happen. A classical example of this
topological regularity is the Rado-Kneser-Choquet theorem for harmonic mappings
from 1926 & 1945, [9, 26, 36]. This simply states that a homeomorphic harmonic
mapping is a diffeomorphism. The non-vanishing of the Jacobian determinant is
real thing that needs to be proved. This result has been extended in various ways,
see [29] and the references therein.

Different kinds of variational problems occur naturally in geometric function
theory. The first and most important example of course is the Riemann mapping
theorem which we now consider in the above context.

2.2. Conformal mappings are frictionless-minimisers of Dirichlet energy.
Frictionless refers to problems where we do not prescribe what a minimiser is to be
on the boundary of X. We are merely given the domains X and Y as “configura-
tions”.

Theorem 2.1. Let h : X onto−−→ Y be a conformal map between bounded domains
X,Y ⊂ R2 ' C . Then every orientation preserving homeomorphism f : X onto−−→ Y
of Sobolev class W 1,2(X,C) has Dirichlet energy at least that of h . Equality occurs
if and only if f is conformal as well.

Proof. Using complex variables z = x1 +ix2 ∈ X , ∂
∂z = 1

2

(
∂
∂x−i

∂
∂y

)
and so forth,

the statement reads as follows

E2[h] = 2

∫
X
|hz|2 + |hz|2 = 2

∫
X
|hz|2 − |hz|2 = 2

∫
X
J(z, h)dz

= 2|Y| = 2

∫
X
J(z, f)dz = 2

∫
X
|fz|2 − |fz|2 6 E2[f ]

Equality occurs if and only if fz = 0, which from Weyl’s lemma implies that f :
X onto−−→ Y is conformal. �
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Here we have used the fact that both Jacobians J(z, h) = |hz|2−|hz|2 and J(z, f) =
|fz|2 − |fz|2 have the same integral over X , namely the area of Y . This property
is given to more general nonlinear differential expressions called Free Lagrangians
we discuss later.

Remark 2.2. As remarked above, conformal mappings are solutions to the first
order differential equations fz̄ = 0, originally introduced by D’Alembert and tradi-
tionally referred to as the Cauchy-Riemann equations. By contrast, the variational
equations for the stored energy at (2.1) are second order PDEs (in this case the
Laplacian) which is usually subject to prescribed boundary values h0 : ∂X→ ∂Y .
Typically in the Riemann mapping problem we are only given the initial domain
X = D and the target domain Y (that is the shape of the deformed configura-
tion) without specifying the boundary values of h - determining how the boundary
should be deformed. Of course X may also be any simply connected domain.

With boundary conditions the minimisation problem would be ill posed. That is
one cannot prescribe the boundary values of a conformal mappings. The minimisa-
tion problem would yield a solution within harmonic deformations, but whose real
and imaginary parts need not be harmonic conjugates of one another.

In fact, this is among the simplest and most natural examples of a general fric-
tionless problem in the calculus of variations. Frictionless problems concern energy-
minimal deformations h◦ : X onto−−→ Y (usually homeomorphisms) with no prescribed
boundary map h◦ : ∂X onto−−→ ∂Y ; in other words, tangential slipping along ∂X is
allowed. In nonlinear elasticity this is physically realised when deforming confined
incompressible material. The use of the direct method for these sorts of problems
has brought us to the concept of Free Lagrangians. However first, let us briefly
outline the evolving concept of Null Lagrangians, extensively discussed and devel-
oped in the celebrated paper [7]. That paper includes the references for the many
significant earlier contributions to this idea.

3. Direct Method for p -Harmonic Energy.

As noted above, a representative example for convex functionals is the p-harmonic
energy of mappings h : X→ Rm with prescribed boundary values.

Ep[h] =

∫
X
|Dh(x) |p dx , h ∈ h◦ + W 1,p

0 (X,Rm) , 1 < p <∞ . (3.1)

Here, the given mapping h◦ ∈ W 1,p(X,Rm) takes the role of boundary data in the

weak formulation of the Dirichlet problem. The function space W 1,p
0 refers to those

functions vanishing on the boundary (in the Sobolev sense - the closure of C∞0 (X)
in the appropriate norm).

We note the following aspects of the setup here.

• We are naturally using the separable reflexive Banach space

B = W 1,p(X,Rm)

• The functional Ep , subject to minimization, is defined on a subset

B◦
def
== h◦ + W 1,p

0 (X,Rm)

which is closed in the weak topology of B .
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• Coercivity Condition. We have a condition which controls the B -norm of
f ∈ B◦ by means of its energy Ep[f ] . In the above example, we have a
routine estimate

||f ||p
B

def
==

∫
X
|Df |p + | f |p ∼ ||h◦||pB + Ep[f ] , for every f ∈ B (3.2)

• An energy-minimizing sequence has a limit. That hκ ∈ B◦ , κ = 1, 2, ... ,
means that

inf{Ep[h] ; h ∈ B◦} = lim Ep[hκ].

Since B is reflexive, we may extract from {hκ} a subsequence, still denoted
by {hκ} , converging weakly to a mapping h∞ ∈ B◦ .

• Lower semicontinuity. Now, everything hinges on establishing the inequality

E [f ] 6 lim inf
i→∞

E [fi] , whenever fi ⇀ f , weakly in B (3.3)

Here we are only interested in (3.3) for energy minimising sequences, but as
a general property the sequence {fi} need not be energy-minimizing. Cus-
tomary terminology refers to those energy functionals satisfying (3.3) as be-
ing sequentially weakly lower semicontinuous. For simplicity we omit the
words“sequentially weakly”. The route to establishing lower semicontinuity
usually goes through a subgradient estimate.

• Subgradient Estimate. For an integrand E(x, y, ξ) that is convex with respect
to ξ ∈ Rm×n we have a subgradient estimate:

E(x, y, ξ) −E(x, y, ξ◦) >
〈
∇ξE(x, y, ξ◦)

∣∣∣ ξ − ξ◦ 〉 (3.4)

Here the symbol 〈 | 〉 stands for the inner product of m×n -matrices . In our
p -harmonic example this inequality, upon integration, reads as∫

X
|Df(x)|p dx −

∫
X
|Df◦(x)|p dx > p

∫
X

〈
|Df◦|p−2Df◦

∣∣∣ Df − Df◦

〉
(3.5)

Now we take f = hκ and f◦ = h∞ . Then Dhκ−Dh∞ converges weakly to zero
in the space L p(X,Rm×n) and |Df◦|p−2Df◦ lies in the dual space L q(X,Rm×n),
where 1

p + 1
q = 1 . Hence∫

X
|Dhκ(x)|p dx →

∫
X
|Dh∞(x)|p dx

as required.

Remark 3.1. This natural illustration of the direct method actually has wide-
ranging enhancements in which the role of weak convergence Dhκ ⇀ Dh∞ is
taken by Null Lagrangians. We discuss these next.

4. Null Lagrangians and Polyconvex Functionals

4.1. Null Lagrangians. Consider a Sobolev mapping f = (f1, ..., fm) : X→ Rm
of an open region X ⊂ Rn into Rm. The term null Lagrangian pertains to a
nonlinear differential n -form N(x, f,Df) dx , whose integral mean over any open
subregion Ω ⊂ X depends only on the boundary values of f : ∂Ω → Rm . While
there are technicalities here such as defining a Sobolev function on ∂Ω, typically
these things are not at issue when f is at least continuous.
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This condition is reminiscent of that for exact differential forms, by virtue of
Stokes’ formula. It may very well be right to call such expressions nonlinear exact
forms. Distinctive examples are furnished by the subdeterminants of the m × n
matrix of the linear tangent map Df : Rn into−−→ Rm called the deformation gradient,

Df(x)
def
==



∂f1

∂x1

∂f1

∂x2
. . . ∂f1

∂xn

∂f2

∂x1

∂f2

∂x2
. . . ∂f2

∂xn
...

...
...

∂fm

∂x1

∂fm

∂x2
. . . ∂fm

∂xn

 =

[
∂f i

∂xj

]
∈ Rm×n, i = 1, ...,m , j = 1, ..., n

To every pair (I, J) of ordered `-tuples I : 1 6 i1 < i2 < ... < i` 6 m and
J : 1 6 j1 < j2 < ... < j` 6 n, with 1 ≤ ` 6 min{m,n}, there corresponds an `× `
-minor of Df(x), denoted by

∂f I

∂ x
J

=
∂(f i1 , ... , f i`)

∂(xj1 , ... , xj`)
(4.1)

These minors, are the coefficients of the wedge product:

df i1 ∧ ... ∧ df i` =
∑

16j1<...<j`6n

∂(f i1 , ... , f i`)

∂(xj1 , ... , xj`)
dxj1 ∧ ... ∧ dxj` =

∑
J

∂f I

∂x
J

dx
J

Stokes’ formula tells us that for f, g ∈ W 1, `(Ω,Rm) we have∫
Ω

∂f I

∂x
J

dx =

∫
Ω

∂gI

∂x
J

dx, provided f − g ∈ W 1, `
◦ (Ω,Rm) (4.2)

This leads to the affine combinations (with constant coefficients) of the Jacobian
subdeterminants as examples of null Lagrangians

N(x, f, Df) =

min{m,n}∑
` = 0

∑
16i1<...<i`6m
16j1<...<j`6n

λ
j1...j`

i1...i`

∂(f i1 , ... , f i`)

∂(xj1 , ... , xj`)

def
== N(Df) (4.3)

where we adhere to the convention that the term with ` = 0 is a constant function.
In fact we have the following interesting characterisation.

Theorem 4.1. Formula (4.3) represents all null Lagrangians of the form

N(x, f,Df) dx = N(Df) dx

This result goes back to [27, 11, 15, 37]. Should it be required to appeal to
a first order null Lagrangians of the general form E(x, f,Df) dx, we refer to the
work by de Franchis [10].

The utility of null Lagrangians is best illustrated for polyconvex functionals
discussed next.
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4.2. Polyconvexity. In his mathematical models for nonlinear elasticity [4] J.
Ball made the crucial observation that if the convexity of the stored energy inte-
grand E(x, h,Dh) , with respect to the deformation gradient Dh(x) ∈ Rm×n , must
be ruled out, it could be replaced by a weaker requirement; namely, expressing the
integrand as a convex function of all of the subdeterminants of Dh ,

E(x, h,Dh) = Ez(x, h, subdeterminants of Dh) (4.4)

The number of all possible `×` -subdeterminants with 0 6 ` 6 min{m,n} is equal
to

min{m,n}∑
`=0

(
m

`

)(
n

`

)
=

(
m+ n

n

)
Thus we are assuming that for every pair (x, y) ∈ X× Y the function

Ez(x, y, · · · ) ; R
(m+n

n )
→ R ,

is convex. The idea of minimizing polyconvex energy functionals is based on a quite
far reaching extension of the direct method of the calculus of variations that we
outlined earlier. It has turned out that so far this is the only practical idea that
offers substantially more than that of just minimising convex energies, for instance
the p-harmonic example.

Remark 4.2. There is an extensive literature dealing with Morrey’s notion of Qua-
siconvexity, [32]. However, from the point of view of mathematical challenges, this
concept is not much more than a reformulation of the lower semi-continuity of the
energy functionals and as such there remain only technical issues. One needs to
develop this idea much further mathematically before it might be usefully applied.

4.3. Nearly conformal deformations. Given a bounded domain X ⊂ Rn ,

we look at the mappings h : X → Rn in the reflexive Banach space B
def
==

W 1,np(X,Rn) , 1 6 p < ∞ . Then the following nonlinear functional is well de-
fined on this space.

En,p[h] =

∫
X

(
|Dh(x) |n − nn/2 detDh(x)

)p
dx <∞ (4.5)

Note that the integrand is non-negative and vanishes only if h satisfies the n -
dimensional variant of the Cauchy-Riemann system.

K(Dh) ≡ 0 , where K(X)
def
== |X|n − nn/2 detX > 0 , forX ∈ Rn×n (4.6)

This motivates our calling En,p a nearly conformal energy functional. The Dirich-
let boundary value problem consists of minimizing En,p[h] subject to mappings

h ∈ B◦
def
== h◦ + W 1,np

0 (X,Rn) , where h◦ ∈ B is given boundary data. Here are
the essential steps in the Direct Method.

• Coercivity in the mean The reason why the above example is approachable
is that while we do not have point-wise coercivity in terms of the integrand, the
energy functional En,p still exhibits coercivity in the sense of integral means;



ENERGY-MINIMAL PRINCIPLES IN GEOMETRIC FUNCTION THEORY 613

precisely, ∫
X
|Dh(x)|npdx ∼ En,p[h] +

∫
X
|Dh◦(x)|npdx (4.7)

To see this we appeal to the general (but not very obvious) estimate (10.12)

in [19] for mappings f ∈ W 1,np
◦ (X,Rn)∫

X
|Df(x)|np dx ∼ En,p[f ]

applied to the mapping f = h− h◦.
• Subgradient estimate This is a fairly direct consequence of polyconvexity of

the integrand. Precisely, for n× n -matrices X,X◦ ∈ Rn×n we have

Kp(X) − Kp(X◦) > pKp−1(X◦)
[
K(X) − K(X◦)

]
> n p

〈
Kp−1(X◦) |X◦|n−2X◦

∣∣∣ X − X◦

〉
−nn/2 p Kp−1(X◦)

[
detX − detX◦

]
• Lower semi-continuity The required inequality (3.3) can be achieved by

applying the above subgradient estimate to X = Dfi(x) and X◦ = Df(x) .
We conclude, upon integrating over X , that

En,p[fi]− En,p[f ]

> n p

∫
X

〈
Kp−1(Df) |Df |n−2Df

∣∣∣ Dfi − Df
〉

( converging to 0 )

−nn/2 p
∫
X
Kp−1(Df)

[
detDfi − detDf

]
( converging to 0 )

The first limit is justified by the fact that Dfi ⇀ Df , weakly in the space
L np(X) , and the integration takes place against the factor

Kp−1(Df) |Df |n−2Df ≈ |Df |np−1

which lies in the dual space L
np
np−1 (X) . Similarly, for p > 1 , the null La-

grangians detDfi converge to detDf weakly in L p(X) and we integrate
them against a function Kp−1(Df) ≈ |Df |np−n which belongs to the dual

space L
p
p−1 (X) .

The case p = 1 needs handling with greater care. It is not generally true
that lim

∫
X detDfi(x) dx =

∫
X detDf(x) dx , whenever fi ⇀ f , weakly in

W 1,n(X) . For instance the sequence of Möbius transformations fi : B onto−−→ B
of the unit ball B ⊂ Rn such that fi(0)→ a ∈ ∂B . Their weak limit (indeed
locally uniform in B) is f ≡ a , which has vanishing Jacobian. However∫

B
detDfi(x) dx = |B | > 0

The situation is quite different if we confine ourselves to the energy-minimising
sequence of mappings fi ∈ B◦ in which fi ∈ f0 + W 1,n

0 (X) . Once the
boundary values of fi are fixed, the weak limit enjoys the same boundary
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values; that is, f ∈ f0 + W 1,n
0 (X) . Thus, for all i = 1, 2, ... , we have the

following identities∫
X

detDfi(x) dx =

∫
X

detDf0(x) dx =

∫
X

detDf(x) dx ,

by the very definition of null Lagrangians.
Now, with these estimates at hand we may follow the principles of the direct

method, and thereby obtain the following.

Proposition 4.3. The nearly conformal energy (4.5) , subject to a given boundary
data h◦ ∈ W 1,np(X,Rn) , attains its infimum.

The example above shows how the over-arching strategy of the direct method can
be nuanced in sophistication at each step. The following specific example further
demonstrates this point.

5. A Very Weak Domain of Definition for Nearly Conformal
Deformations

Given a bounded domain X ⊂ Rn , we look at the energy functional

E ][h]
def
== ε

(∫
X
|Dh|n−1

) n
n−1

+

∫
X

[
λ |D]h|

n
n−1 − nn/2n−2 detDh

]
(5.1)

with the fixed constant parameters ε > 0 and λ > 1 . Here the notation X]

for X ∈ Rn×n stands for the cofactor matrix X] ∈ Rn×n whose entries are ±
subdeterminants of size (n − 1) × (n − 1) of the matrix X . Thus the differential

n -form [D]h] dx is a matrix of null Lagrangians. We always have |X]|
n
n−1 −

nn/2n−2 detX > 0 , equality occurs if and only if X is a similarity matrix of non
negative determinant. Thus we always have E ][h] > 0 .

The border line case of ε = 0 and λ = 1 reduces to the energy functional which
distinguishes orientation preserving conformal mappings as its absolute minima;
that is, E ][h] = 0 . When n = 2 such minima are either constant mappings,
Möbius transformations or a holomorphic function.

From a different perspective energy-minimisers of these type of functionals are
discussed in [33], where the existence results are presented for mappings with
detDh(x) > 0 , see Lemma 4.1 therein. Let us demonstrate here how to remove
this assumption.

At first glance the space W 1,n(X,Rn) would seem to be the natural domain
of definition of E ][h] . Unfortunately, energy-minimizing sequences need not be
bounded in this space. We recall the direct method in this particular case to make
a few observations along the way.
• Seek energy-minimisers in the Banach space

B
def
== W 1,n−1(X,Rn−1)

• B◦ ⊂ B This time the subset B◦ is somewhat tricky to define and needs
handling with care. We have the given boundary data h ∈ h◦+W 1,n−1

◦ (X,Rn).

The matrix of cofactors D]h◦ must also lie in the space L
n
n−1 (X,Rn×n) just to
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secure the finite energy of h◦ . Therefore, we define B◦ ⊂ B by the following
rule.

B◦
def
== {h ∈ h◦ + W 1,n−1

◦ (X,Rn) : D]h ∈ L
n
n−1 (X,Rn×n) }

Hence E ][h] <∞ for every h ∈ B◦ .
• Coercivity The restriction to mappings h ∈ B◦ also secures a coercivity

estimate as follows.(∫
X
|Dh(x)|n−1dx

) n
n−1

+

∫
X

(
|D]h(x)|

n
n−1 dx

)
∼ E ][h] <∞

Here the implied constant in front of the energy E ][h] depends only on ε > 0
and λ > 1 ; precisely, it can be shown that it does not exceed max{ 1

ε ,
1

λ−1}
• An energy-minimizing sequence. Denoted by {hκ} ⊂ B◦ and approach-

ing the infimum energy,

lim
κ→∞

E ][hκ] = inf{E ][h] ; h ∈ B◦}
def
== E

Then hκ are bounded in the Sobolev space W 1,n−1(X,Rn) and {D]hκ} are

bounded in L
n
n−1 (X,Rn×n) , both being reflexive Banach spaces. We extract

and fix a subsequence, again denoted by {hκ} , such that:
– hκ ⇀ h∞ weakly in W 1,n−1(X,Rn)

– D]hκ converges weakly in L
n
n−1 (X,Rn×n) to a matrix field, say M∈

L
n
n−1 (X,Rn×n).

– Note that D]hκ ∈ L 1(X,Rn×n) converge to D]h∞ in the sense of
distributions. That is∫

X
η(x)D]hκ(x) dx →

∫
X
η(x)D]h∞(x) dx , for every η ∈ C∞0 (X).

This property is referred to in the literature as the weak continuity of
Jacobians. Its discovery goes back at least as far as the forgotten paper
by R. Caccioppoli [8]. Hence, it is easily seen that M(x) = D]h∞(x) ,
almost everywhere.

• Lower semicontinuity. Now a real challenge emerges from trying to eval-
uate the limit of

∫
X detDhκ(x) dx . Although the Jacobians detDhκ remain

bounded in L 1(X) it is not generally guaranteed that the integrals
∫
X detDhκ

admit a subsequence converging to
∫
X detDh∞ . This difficulty is to be ex-

pected because the gradients {Dhκ} need not be bounded in L n(X,Rn×n)
(when n > 2 ).

Remark 5.1. At this point it is worth recalling the concept of distributional Ja-
cobians, defined for mappings f = (f1, f2, ..., fn) of Sobolev class W 1,n−1(X,Rn)

with D]f ∈ L
n
n−1 as Schwartz distributions

=f [φ]
def
== −

∫
X

df1 ∧ ... ∧ df i−1 ∧ f idφ ∧ df i+1 ∧ .... ∧ dfn , for φ ∈ C∞0 (X) (5.2)

It is clear that =hκ [φ] → =h∞ [φ] for every test function φ ∈ C∞0 (X) . Then
the classical Stokes theorem reveals that =f [φ] =

∫
X φ detDf , whenever f ∈

W 1,n(X,Rn) . But, unfortunately this is not the case with f = hκ .
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One might hope to circumvent this difficulty by using the idea of biting con-
vergence, first successfully applied to Jacobians by K. Zhang [38]. In fact the
above scheme would work if the mappings in question had non-negative Jaco-
bians. We refer again to Lemma 4.1 in [33]. Thus, in essence, the novelty in
Example 5 is that we are unconcerned with the orientation of the mappings.

Fortunately the following fact, not so easy to prove, comes to the rescue.

Proposition 5.2. Under the coercivity condition above, the determinants
detDhκ are bounded in the Hardy space H 1(X) ⊂ L 1(X) . As such, they
converge to detDh∞ ∈ L 1(X) in the sense of distributions,∫

X
η(x) detDhκ(x) dx →

∫
X
η(x) detDh∞(x) dx , for η ∈ C∞0 (X) (5.3)

In fact a stronger statement holds; namely, since the Hardy space H 1(Rn) is the
dual of VMO(Rn) (functions of vanishing mean oscillation), we conclude that
formula (5.3) remains valid for the test functions η ∈ VMO(Rn) with compact
support in X . For a discussion and results concerning biting convergence see [16].
Let us demonstrate the lines of reasoning for (5.3) by using the results of [23].

Proof. Suppose we are given a Sobolev mapping f : Ω→ Rn , defined on a domain
Ω ⊆ Rn , whose differential (subdeterminants of size 1×1 ) and its (n−1)×(n−1)
subdeterminants are integrable with powers n− 1 and n

n−1 , respectively,(∫
Ω

|Df(x)|n−1dx
) n
n−1

+

∫
Ω

(
|D]f(x)|

n
n−1 dx

)
<∞ (5.4)

Then∫
Ω

|detDf(x) | dx 6 || detDf ||H 1(Ω) 6 C(n)

∫
Ω

|D]f(x) |
n
n−1 dx (5.5)

Choose and fix a test function η ∈ C∞0 (X) and consider the mappings η hκ : Rn →
Rn together with their limit η h∞ : Rn → Rn . It is a routine matter to verify that
there is a constant M = M(η) <∞ such that(∫

Rn
|D(η hκ) |n−1

) n
n−1

+

∫
Rn
|D](η hκ) |

n
n−1 6M (5.6)

for all κ = 1, 2, ... , and also for κ = ∞ . Now Theorem 1.3 in [23] can be used
as follows. There is a subsequence, still denoted by η hκ , such that for every
Φ ∈ VMO(Rn) it holds that∫

Rn
Φ det[D(ηhκ)] →

∫
Rn

Φ det[D(ηh∞)] (5.7)

The meaning of the integrals is understood in the sense of H 1 −BMO duality.
As a test function in VMO(Rn) we take Φ ∈ C∞0 (Rn) that is equal to 1 on the

support of η . The integrals in (5.7) exist as Lebesgue integrals and are restricted
to the domain X , with no factor Φ .∫

X
det[D(ηhκ)] →

∫
X

det[D(ηh∞)]

The remainder of the derivation of (5.3) is routine. �
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Finally, having Proposition 5.2 in hands, we can argue that h∞ is in fact an
energy-minimal deformation for the functional (5.1) in Example 5. A seemingly in-
significant fact that the integrand within the square brackets in (5.1) is nonnegative
for every map in B◦ , actually plays a significant role.

Theorem 5.3. The energy functional (5.1) assumes its infimum in B◦. In effect,
the weak W 1,n−1 -limit map hκ ⇀ h∞ minimizes the energy.

Proof. We are going to make use of the distributional convergence of the Jaco-
bians as expressed by (5.3). Choose and fix a test function η ∈ C∞0 (X) such that
0 6 η = η(x) 6 1 . In addition to (5.3) we have two inequalities due to the lower
semicontinuity of the corresponding polyconvex functionals:

(i)
( ∫

X |Dh∞|
n−1
) n
n−1

6 lim infκ→∞

( ∫
X |Dhκ|

n−1
) n
n−1

(ii)
∫
X η(x) |D]h∞(x) |

n
n−1 dx 6 lim infκ→∞

∫
X η(x) |D]hκ(x) |

n
n−1 dx

(iii)
∫
X η(x) detDh∞(x) dx = limκ→∞

∫
X η(x) detDhκ(x) dx

Adding these terms together yields

Aη[h∞]

def
== ε

(∫
X
|Dh∞|n−1

) n
n−1

+

∫
X
η
[
λ|D]h∞ |

n
n−1 − nn/n−2 detDh∞

]
6 lim inf

κ→∞

{
ε
(∫

X
|Dhκ|n−1

) n
n−1

+

∫
X
η
[
λ|D]hκ |

n
n−1 − nn/n−2 detDhκ

] }

6 lim inf
κ→∞

{
ε
(∫

X
|Dhκ|n−1

) n
n−1

+

∫
X

[
λ|D]hκ |

n
n−1 − nn/n−2 detDhκ

] }
= lim inf

κ→∞
E ][hκ] = E ( a quantity independent of 0 6 η = η(x) 6 1 ).

In the first line of the above inequalities, the integrand within square brackets is
nonnegative and L 1 -integrable. Therefore, by letting η approach ≡ 1 point-wise,
we may (and do) pass to the supremum. This gives us the desired estimate

E ][h∞] = A≡1
[h∞] 6 E (the infimum energy)

�

Remark 5.4. It seems likely that Theorem 5.3 remains valid for λ = 1 and ε > 0
as well. To gain this, however, one must devise a mean coercivity (as opposed to

point-wise coercivity) for the energy integrals of |D]h |
n
n−1 ; say, by analogy with

(4.7).

The borderline case of ε = 0 and λ = 1 (that is very weak conformality) seems
to be of interest for further studies.

6. Free Lagrangians and Frictionless Deformations.

It is of great interest to study the relationship between topology and analysis in
the setting of extremal problems. In particular one is often interested in obtaining a
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“nice” mapping in the homotopy class of a given mapping between spaces. After the
Riemann mapping theorem perhaps the best known example of this are questions
around the existence of harmonic mappings in a homotopy class of mappings. This
problem was pioneered in the work of Eells and Sampson from 1964 [14], covered
in the later long papers of Eels and Lemaire [12, 13] and has since found wide
application in very many areas of mathematics, far too numerous to note. To
formalise this problem in the setting of this article we come to the notion of a free
Lagrangian.

Let us say to begin with that free Lagrangians are quite like null Lagrangians,
and we represent them by the symbol

FFFL(X,Y)

It has to be emphasised that this notation refers to a given pair of domains X,Y ⊂
Rn of the same topological type. That is they are homeomorphic. As opposed
to the situation considered for null Lagrangians, the concept of free Lagrangians
concerns nonlinear differential n -forms L(x, h,Dh) dx , defined for Sobolev home-
omorphisms h : X onto−−→ Y , whose integral means (which we usually call the energy
of h ) depend only on the homotopy class of h , and not on its boundary values.
This of course leads to frictionless type problems.

Definition 6.1. Suppose that a given energy integral

F [h]
def
==

∫
X

F(x, h,Dh) dx , where F : X× Y× Rn×n → R (6.1)

converges for all Sobolev mappings of class W 1,p(X,Y) . We say that the differential
n -form F(·, ·, ·) dx is a Free Lagrangian if

F [h1] = F [h2] , whenever h1 ' h2

That is, whenever the Sobolev homeomorphisms h1, h2 : X onto−−→ Y , in W 1,p(X,Rn) ,
are homotopy equivalent.

It is important to note here that we are only considering homotopy equivalence
between surjections (sometimes perhaps with other restrictions such as homeomor-
phisms). For instance if X,Y are topological balls, then any continuous map X→ Y
is certainly homotopic to a constant map and little more can be said.

We shall now make this concept clear with selected examples and illustrate how
this leads to questions of the existence of frictionless energy minimal deformations.

6.1. Examples.
F 1
L ) (A volume form in X ) This simple example is still useful (as we will see)

and is given by an integrand independent of h :

F(x, y, ξ) dx = F(x) dx , where F ∈ L 1(X) (6.2)

F 2
L ) (A pullback of a volume form in Y )

An example, to some extent dual to the above, is the pullback of a volume
form Φ(y) dy with Φ ∈ L 1(Y) ,

F(x, y, ξ) dx = Φ(y) det ξ dx (6.3)
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We note the identity

F [h] =

∫
X

Φ(h) J(x, h) dx =

∫
Y

Φ(y) dy (6.4)

which holds for all orientation preserving homeomorphisms h : X onto−−→ Y in the
Sobolev space W 1,n(X,Y) . In other words, using the notation of exterior algebra,
the n -form Φ(h) dh1 ∧ ...∧ dhn is a free Lagrangian. Applications are still limited
because the associated energies do not recognise the geometric shape of the domains
X and Y only their volumes. A myriad of differential expressions, representing
free Lagrangians, are yet to be found. The next two examples (again dual to each
other) provide very useful free Lagrangians for a pair of round annuli

X = A = {x : r < |x| < R}, and, Y = A∗ = {y : r∗ < |y| < R∗}

F 3
L ) (Radial increment of |h| ; FFFL(A,A∗) )

Proposition 6.2. The following differential n-form F(x, h,Dh) dx, :

(d|h|) ∧ ?d|x|
|h| |x|n−1

def
==

n∑
i=1

xi dx1 ∧ ... ∧ dxi−1 ∧ d|h| ∧ dxi+1 ∧ ... ∧ dxn
|h| |x|n

(6.5)

is a free Lagrangian in the homotopy class of orientation preserving homeomor-
phisms that preserve the order of the boundary components of the annuli A and A∗.
Precisely, for such homeomorphisms of Sobolev class W 1,1(A , A∗) , we have∫

A
F(x, h,Dh) dx =

∫
A

d|h| ∧ ?d|x|
|h| |x|n−1

= ModA∗ def
== log

R∗

r∗
(6.6)

Here we have used the Hodge star duality operator in the exterior algebra;
namely, ∗ : Λ1(Rn) onto−−→ Λn−1(Rn) .

Observe that the function |h| : A→ (r∗, R∗) extends continuously to the closure
of A. That h preserves the order of the spherical boundary components simply
means that |h(x)| = r∗ for |x| = r and |h(x)| = R∗ for |x| = R . Accordingly,

F dx =
d|h| ∧ ?d|x|
|h| |x|n−1

∈FFFL(A,A∗)

F 4
L ) (Spherical derivatives of h ; FFFL(A,A∗) )
Another free Lagrangian in F(·, ·, ·) ∈FFFL(A,A∗) , dual to that in Proposition 6.2,
exploits topological degree of the mappings h : Sn−1

t → Rn \ {0} restricted to the
concentric spheres of radii t ∈ (r,R) . The degree is equal to 1 on every sphere,
which yields

Proposition 6.3. The following differential n-form F(x, h,Dh) dx :

d|x|
|x|
∧ h]ω =

n∑
i=1

hi dh1 ∧ ... ∧ dhi−1 ∧ d|x| ∧ dhi+1 ∧ ... ∧ dhn

|x| |h|n
(6.7)

is a free Lagrangian in the class of all orientation preserving homeomorphisms
h ∈ W 1,n−1(A,A∗). Precisely, we have∫

A
F(x, h,Dh) dx =

∫
A

d|x|
|x|
∧ h]ω = ModA def

== log
R

r
(6.8)
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Here h]ω stands for the pullback of the (n−1) -area form defined in A∗ ; namely,

ω(y) =

n∑
i=1

(−1)i
yi dy1 ∧ ... ∧ dyi−1 ∧ dyi+1 ∧ ... ∧ dyn

|y|n

This is none other than the (n − 1) area form on any (n − 1) -closed surface in
A∗ that is homologous to Sn−1 . A far more detailed exposition, suited to this
example, is presented in [24, Chapters 6 and 7].

6.2. The Nitsche frictionless problem. Given a pair planar annuli A = {x ∈
C : r < |x| < R} and A∗ = {y ∈ C : r∗ < |y| < R∗} , the objective is to minimize the
Dirichlet energy subject to Sobolev homeomorphisms h : A onto−−→ A∗ in W 1,2(A,C).

E2[h] =

∫
A
|Dh(x)|2 dx

Note that no boundary values of these homeomorphisms are prescribed, whence
the name frictionless is given to this problem. We denote this class of mappings by
H 1,2(A,A∗).

Naturally, polar coordinates

x = t eiθ , r < t < R and 0 6 θ < 2π (6.9)

are best suited. The radial (normal) and angular (tangential) derivatives of h are
defined by

h
N

(x) =
∂h(teiθ)

∂t
, t = |x| (6.10)

and

h
T

(x) =
1

t

∂h(teiθ)

∂θ
, t = |x| (6.11)

The stored energy integrand takes the form

|Dh(x)|2 = |h
N

(x)|2 + |h
T

(x)|2

This also provides an effective formula for the Jacobian determinant

Jh(x) = detDh(x) = Im(h
N
h
T

) 6 |h
N
| |h

T
| .

Our free Lagrangians F 1
L ) , .. , F 4

L ) in FFFL(A,A∗) can easily be stated using
polar coordinates in even slightly greater generality. The main players and their
energy integrals for h ∈H 1,2(A,A∗) are:

F1)

∫
A
M(x) dx , M ∈ L 1(A)

F2)

∫
A
N(|h|)Jh(x) dx = 2π

∫ R∗

r∗

N(s) sds

F3)

∫
A
A(|h|) |h|N

|x|
dx = 2π

∫ R∗

r∗

A(s) ds A ∈ L 1(r∗, R∗)

F4)

∫
A
B
(
|x|
)

Im
hT
h

dx = 2π

∫ R

r

B(t) dt, B ∈ L 1(r,R).
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6.3. Energy minimisers among radial mappings. It is natural to first look at
the radial mappings as candidates for energy-minimisers. However, this expectation
is far from being guaranteed. In spite of the radial symmetry of the annuli and the
invariance of the Dirichlet energy under rotations of A and A∗ , such a lack of
symmetry of the energy-minimisers has, quite surprisingly, been confirmed already
in the analogous Nitsche problem in dimensions n > 3 . Nevertheless, the extremals
within the radial mappings give us the pinpoint of free-Lagrangian to solve the
minimization problem in full generality. The general form of a radial mapping is
as follows.

h◦(x) = H(|x|) x
|x|
, H : [r,R] onto−−→ [r∗, R∗] is continuously increasing (6.12)

If one seeks harmonic radial mappings then

∆h◦(x) = htt +
1

t
ht + t−2hθθ = 0,

where x = t eiθ . Then H = H(t) must satisfy the Euler’s ordinary differential
equation

t2 Ḧ(t) + t Ḣ(t) − H(t) = 0 for r < t < R

Its two fundamental solutions t and 1
t generate all solutions

H(t) = a t + b/t.

To ensure the boundary constraints, H(r) = r∗ and H(R) = R∗ , we must set,

H(t) = a t + b/t , where a =
RR∗ − rr∗
R2 − r2

and b =
R2rr∗ − r2RR∗

R2 − r2
(6.13)

It is advantageous to transfer the above equation to the first order ODE by sim-
ply multiplying by the integrating factor −2Ḣ(t) . We obtain the characteristic
equation

L[H]
def
== H2 − t2Ḣ2 ≡ c ,where c ∈ R is a constant. (6.14)

Note that, as opposed to the second order Laplace equation, the first order charac-
teristic equation admits an additional solution, namely, a constant function.

We shall be concerned with monotone C 1-solutions H : [r,R] onto−−→ [r∗, R∗], thus

having Ḣ(t) > 0 . This includes solutions that are partially constant. In particular,
they may squeeze but not fold subintervals. Under these assumptions the respective
radial mappings h◦ become uniform limits of homeomorphisms, as desired in the
weak formulation of the principle of noninterpenetration of matter discussed earlier.

Remark 6.4. Equation (6.14), for such solutions, is none other than the variational
equation of the minimization problem when confined to the radial mappings. This
fact, though natural to expect, is not automatic and we will exploit it.
We will not use the explicit formulas (6.13), but only the characteristic equation
(6.14). This means that our arguments have to be developed for frictionless prob-
lems where one can identify the PDEs for the energy-minimisers, if not their explicit
solutions.
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There is a useful quantity associated with the radial mappings called the elasticity
of stretching

η
H

(t)
def
==

tḢ(t)

H(t)

All C 1-solutions fall into three categories. If c is the constant at (6.14) we say
that:
• H is conformal if c = 0, equivalently η

H
(t) = 1 iff R∗

r∗
= R

r

• H is expanding if c < 0, equivalently η
H

(t) > 1 iff R∗
r∗
> R

r

• H is contracting if c > 0, equivalently η
H

(t) < 1 iff R∗
r∗
< R

r

The characteristic equation (6.14) has an injective solution if and only if

1

2

(
R

r
+
r

R

)
6
R∗
r∗

(6.15)

We call the set of values for whiich (6.15) holds the Nitsche range, it includes the

expanding case. We reserve the notation F (τ)
def
== H−1(τ) for r∗ < τ < R∗ . Thus

the characteristic equation reads as(
F

Ḟ

)2

− τ2 ≡ c F (τ) =
τ +
√
τ2 − c

2 a
. (6.16)

When the reverse inequality to (6.15) holds, we say the data lies beyond the Nitsche
range. We consider a C 1,1 -solution H : [r,R] onto−−→ [r∗, R∗] of (6.14) defined by the
rule.

H(t) =

{
r∗ t ∈ [r, ρ]

Hρ(t) t ∈ [ρ,R]
, ρ is determined by

1

2

(
R

ρ
+
ρ

R

)
=
R∗
r∗

(6.17)

Here , Hρ(t) = r∗
2

(
t+ ρ

t

)
, is an increasing solution Hρ : [ρ,R] onto−−→ [r∗, R∗], of the

characteristic equation (6.14).

6.4. The conformal case. In this case the pullback of the area form alone is
sufficient to identify the energy-minimal mappings. Precisely, using F2) , we obtain.

∫
A
|Dh(x)|2dx =

∫
A
|hN |2 + |hT |2 > 2

∫
A
|hN ||hT | > 2

∫
A
Jh(x) dx = 2|A∗|

Equality occurs only for a similarity transformation of A onto A∗ (scalar multiple
of a rotation) .

6.5. The expanding case. Choose and fix a radial mapping h◦ = H
(
|x|
)
x
|x| ,

where H solves Equation (6.14) with c < 0 . Explicitly, in complex notation, we
have the formula

h◦(z) = az +
b

z̄
. (6.18)

It is true that h◦ turns out to be the energy-minimal solution among radial map-
pings, but we shall not exploit this property; equation (6.14) is sufficient. Now
suppose we are given an arbitrary mapping h ∈ H 1,2(A,A∗). We shall derive a
series of sharp estimates involving h and Dh, each of which becomes an equality
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if h = h◦ - the radial Nitche map. Let us introduce the following functions; first
defined for r∗ 6 τ 6 R∗ by the rule

p(τ) = ηF (τ) =
τ Ḟ (τ)

F (τ)
< 1,

(
p(τ) =

τ
√
τ2 − c + τ2

τ
√
τ2 − c + τ2 − c

)
We note that p(|h(x)|) = |hN (x)|

|hT (x)| for h
def
== h◦ . The second function of two variables

is defined by

A(t, τ)
def
==

F (τ)

t Ḟ (τ)
, for r 6 t 6 R and r∗ 6 τ 6 R∗

We note that the function x 7→ A(|x|, |h(x)|) is equal to |h|N (x) in the case h =
h◦(x) .

To proceed we develop algebraic inequalities which lead to the lower bounds of
the integrand by means of free-Lagrangians. In our case, the following point-wise
inequality holds whenever 0 6 p 6 1 and A > 0 .

|Dh|2 = |hN |2 + |hT |2 > (1− p2) |hN |2 + 2p |hN | |hT |
> (1− p2) 2A |h|N − (1− p2)A2 + 2 p Jh

Now, according to (6.16) we have (1− p2)A2 = c|x|−2 and so

|Dh|2 > 2

(
F (|h|)
Ḟ (|h|)

− |h|
2Ḟ (|h|)
F (|h|)

)
|h|N
|x|
− c

|x|2
+ 2 p(|h|) Jh

Here the right hand side consists of free-Lagrangians and equality occurs for the
radial Nitsche map h◦ . Hence∫

A
|Dh(x)|2 dx >

∫
A
|Dh◦(x)|2 dx , as desired. (6.19)

6.6. The contracting case. In contrast to the expanding case, in the contracting
case apply spherical free-Lagrangians F4) in place of the radial free-Lagrangian
F3) . We discuss two subcases.

6.6.1. Annuli still within the Nitsche range at (6.15). In this subcase the radial
solution h◦ still remains injective. The first step is to choose a good point-wise
inequality. Precisely, for all parameters 0 6 q 6 1 and B > 0 it holds, as is easily
verified, that

|Dh|2 = |hN |2 + |hT |2 > (1− q2) |hT |2 + 2q |hN | |hT |
> (1− q2) 2B |hT | − (1− q2)B2 + 2 q Jh

> (1− q2) 2B|h| Im hT
h
− (1− q2)B2 + 2 q Jh

Then, in the second step, we take for q and B the following functions

q = q(|h|) =
1

ηF (|h|)
=

F (|h|)
|h| Ḟ (|h|)

< 1, (6.20)

B = B(|x|, |h|) =

(
H2(|x|)
|x|

− |x| Ḣ2(|x|)
)

1

|h| (1− q2(|h|))
. (6.21)
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Now since |h|2 (1 − q2(|h|) ≡ c by (6.16) we obtain the desired lower bound on
|Dh|2 by free-Lagrangians.

|Dh|2 > 2

(
H2(|x|)
|x|

− |x| Ḣ2(|x|)
)

Im
hT
h

−1

c

(
H2(|x|)
|x|

− |x|Ḣ2(|x|)
)2

+
2 Jh
η
F

(|h|)
(6.22)

Here again the right hand side consists of free-Lagrangians and equality occurs
for the radial Nitsche map h◦ . Hence∫

A
|Dh(x)|2 dx >

∫
A
|Dh◦(x)|2 dx (6.23)

6.6.2. Annuli beyond the Nitsche bound. This means that

1

2

(
R

r
+
r

R

)
>
R∗
r∗

It is exactly in this subcase that the radial solution h◦ fails to be injective. A
plausible candidate for the energy-minimal deformation is the squeezing/stretching
radial mapping h◦(x) = H(|x|) x

|x| , where H : [r,R] onto−−→ [r∗, R∗] is given by (6.17).

For ρ < |x| < R we apply (6.22) and obtain a lower bound in terms of free-
Lagrangians

|Dh|2 > 2

(
H2
ρ(|x|)
|x|

− |x| Ḣ2
ρ(|x|)

)
Im

hT
h
−1

c

(
H2
ρ(|x|)
|x|

− |x| Ḣ2
ρ(|x|)

)2

+2
Jh

η
Fρ

(|h|)

The remaining free-Lagrangians lower bound for r < |x| 6 ρ is just as easy to
verify.

|Dh|2 = |hN |2 + |hT |2 > 2B r∗ Im
hT
h
−B2 with B(|x|) = r∗|x|−1

The point is that both lower bounds also become equalities for h◦ . In conclusion,∫
A
|Dh(x)|2 dx >

∫
A
|Dh◦(x)|2 dx , as well (6.24)

All the above cases summarize as follows

Theorem 6.5. The frictionless deformations h : A onto−−→ A∗ between annuli assume
their minimum Dirichlet energy among radial mappings.

Actually, our proofs easily give an even more precise statement; namely, the
energy-minimal mappings are unique up to a rotation of the variable x ∈ A or,
equivalently, a rotation of y ∈ A∗ .

7. Mappings of L p -Minimal Distortion

In relation to the previous problem, we have already noted in the introduction
at (2.6) and the preamble, that should h be a homeomorphism of Sobolev class,
then ∫

A
|Dh|2 dz =

∫
A∗

K(z, f) dz, f = h−1 : A∗ → A. (7.1)
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If Φ : V onto−−→W is a conformal mapping between planar domains, and f : U onto−−→
V is a homeomorphism of Sobolev class W 1,p(U, V ), p ≥ 1, then it is an elementary
calculation that

K(z,Φ ◦ f) = K(z, f) (7.2)

and hence ∫
U

K(z,Φ ◦ f) dz =

∫
U

K(z, f) dz. (7.3)

Let Ω be a doubly connected planar domain. The Riemann mapping theorem for
doubly connected domains tells us that there is a single conformal invariant, the
modulus of Ω – denoted mod(Ω), which identifies a conformally equivalent round
annulus A = A(r,R) and logR/r = mod(A) = mod(Ω). We can now restate the
results of §6.2 as follows.

Theorem 7.1 (p=1). Let Ω be a doubly connected planar domain with s = mod(Ω)
and A = A(1, R), r = mod(A). Then there is a homeomorphism f : A onto−−→ Ω of
Sobolev class W 1,1(A,Ω) minimising

∫
A K(z, f) dz if and only if cosh(s) ≤ er. This

minimiser is a diffeomorphism and is unique up to conformal automorphisms of Ω.

This is the Nitsche bound (6.15). There some subtlety here regarding the regu-
larity of h = f−1. In particular is h ∈ W 1,2(Ω,A) ? This is discussed in [1, §21]
and [17]. Despite being of considerable interest, we set aside discussion of these
issues in this article. In contrast to Theorem 7.1 we have the following theorem
concerning extremal quasiconformal mappings.

Theorem 7.2 (p=∞). Let Ω be a doubly connected planar domain with 0 <
mod(Ω) < ∞. Then for every 0 < mod(A) < ∞, there is a homeomorphism f :
A onto−−→ Ω of Sobolev class W 1,2(A,Ω) minimising ‖K(z, f) ‖L∞(A) This minimiser
is a diffeomorphism and is unique up to conformal automorphisms of Ω.

One can reduce this to the case Ω = A(1, es) using (7.2) and A = A(1, er). Then
identify the extremal quasiconformal mapping as the radial map z 7→ z|z|α−1,
α = log(s)/ log(r).

There is a surprising difference here between Theorem 7.1 and Theorem 7.2.
Namely there is always an extremal quasiconformal mapping, but a minimiser of
mean distortion exists only within a range of moduli – precisely the Nitsche range.
This leads naturally to the question of what happens for 1 < p < ∞ when we
minimise the functional

f 7→
∫
A
Kp(z, f) dz

or perhaps the more general case of including a positive weight η : A → (0,∞) to
obtain the functional

f 7→
∫
A
Kp(z, f) η(z) dz

The answer is a little surprising and proved in [30], (this also was recently developed
in the context of free-Lagrangians in [25] by the first and third authors, but here we
give a different, but actually equivalent, approach). Further, the result suggests an
interesting critical phase type phenomenon. When p < 1, apart from the identity
map, minimisers never exist. When p = 1 we observe Nitsche type phenomenon;
minimisers exist within a range of conformal moduli determined by properties of
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the weight function and not otherwise. When p > 1 minimisers always exist. We
will now go through the proof of this.

7.1. Mappings of finite distortion. A homeomorphism f : Ω → Ω′ between
planar domains of Sobolev class W 1,1

loc (Ω,Ω′) has finite distortion if the Jacobian
determinant J(z, f) is nonnegative and there is a function K(z, f) finite almost
everywhere such that

|Df(z)|2 6 K(z, f) J(z, f).

Recall that K(z, f) is the distortion of the mapping f . We saw earlier at (2.6) that
K is a measure of the anisotropic local stretching.

Mappings of finite distortion are generalisations of quasiconformal homeomor-
phisms and have found considerable recent application in geometric function theory
and nonlinear PDEs, [1]. We define annuli

A1 = {1 6 |z| 6 R}, A2 = {1 6 |z| 6 S}
with moduli σ1 = log(R) and σ2 = log(S). We consider homeomorphisms of finite
distortion f : A1 → A2 mapping the boundary components to each other,

f({|z| = 1}) = {|z| = 1}, and f({|z| = R}) = {|z| = S}.
On the annulus A1 place a positive weight η : A1 → R+. In polar coordinates

fz =
1

2
e−iθ

(
fρ −

i

ρ
fθ

)
, fz̄ =

1

2
eiθ
(
fρ +

i

ρ
fθ

)
(7.4)

and |fz|2 + |fz̄|2 = 1
2 (|fρ|2 + ρ−2|fθ|2), J(z, f) = |fz|2 − |fz̄|2 = 1

ρ Im(fθfρ) which

together yield

K(z, f) =
|fz|2 + |fz̄|2

|fz|2 − |fz̄|2
=
ρ|fρ|2 + ρ−1|fθ|2

2Im(fθfρ)
. (7.5)

Given a convex function ϕ : [1,∞) → [0,∞) a Nitsche type problem asks us to
establish the existence or otherwise of a minimiser (or perhaps stationary point) of
the functional

f 7→
∫
A1

ϕ(K(z, f)) η(z) |dz|2. (7.6)

Thus we seek a deformation of the annulus A1 to A2 which minimises some weighted
Lϕ average of the distortion. §6.2 deals with the case ϕ(t) = t and η(x) ≡ 1;
minimisers of mean distortion.

7.2. Grötzsch type problems. The classical Grötzsch problem asks one to iden-
tify the linear mapping as the homeomorphism of least maximal distortion between
two rectangles. Put

Q1 = [0, `]× [0, 1], Q2 = [0, L]× [0, 1]

and suppose we have a deformation of finite distortion f : Q1 → Q2 with

Ref(0, y) = 0, Ref(`, y) = L, Imf(x, 0) = 0, Imf(x, 1) = 1 (7.7)

(so f is orientation preserving and maps edges to edges). This Sobolev map is

absolutely continuous on lines and so
∫ `

0
Re(fx) dx = L and

∫ 1

0
Im(fy) dy = 1 for

almost all y and x respectively, and hence

Re

∫
Q1

fx(z) |dz|2 = L, Im

∫
Q1

fy(z) |dz|2 = `. (7.8)
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The distortion function is

K(z, f) =
|fx|2 + |fy|2

J(z, f)
> 1. (7.9)

A Grötzsch problem seeks a minimiser, satisfying the boundary conditions (7.7), to
the functional

f 7→
∫
Q1

ϕ(K(z, f)) λ(z) |dz|2 (7.10)

for some positive weight function λ.

7.3. Equivalence between Nitsche and Grötzsch problems. The universal
cover of an annulus is effected by the exponential map, so z 7→ exp(2πz) takes
z = x+ iy ∈ [0, L]× [0, 1] to A2 if σ2 = log(S) = 2πL. A branch of logarithm must
be chosen to define an “inverse” map [0, `] × [0, 1] → A1. If f : A1 → A2 is given,

then we can define f̃(z) = 1
2π log(f(exp 2πz)). A particular point here is that log is

conformal (in fact we only really need log to define a univalent conformal mapping
from A1 \ ([1, S]× {0}) to Q2 with edges matching up) so

K(z, f̃) = K
(
z,

1

2π
log
(
f(e2πz)

))
= K

(
z, f(e2πz)

)
, (7.11)

and hence a change of variables yields∫
Q1

ϕ
(
K(z, f̃)

)
λ(z) |dz|2 =

∫
Q1

ϕ
(
K(z, f(e2πz)

)
λ(z) |dz|2

= 4π2

∫
A1

ϕ
(
K(w, f)

)
λ(z)e−4πRe(z) |dw|2.

With the choice
η(w) = 4π2 λ(z)e−4πRe(z), ez = w, (7.12)

the equivalence between the two problems (with related weight) is seen. Again, the
exact branch of log here will be immaterial to our considerations.

Remark 7.3. In fact the equivalence between Nitsche and Grötzsch problems is
only when one assumes periodic boundary behaviour in the Grötzsch problem. We
will be fortunate in that the absolute minimisers for the Grötzsch problem in the
situations we consider do exhibit this periodicity and so can be lifted.

7.4. Sublinear distortion functionals; p < 1. The purpose of this brief section
is to show that minimisers never exist for the Lp-minimisation problem when p < 1.
We recall from [3, Theorem 5.3] (actually the proof of this result) the following.

Lemma 7.4. Let Ψ(t) be a positive strictly increasing function of sublinear growth:

lim
t→∞

Ψ(t)

t
= 0

Let B = D(z0, r) be a round disk and suppose that f0 : B→ C is a homeomorphism
of finite distortion with

∫
B Ψ(K(z, f0)) <∞. Then there is a sequence of mappings

of finite distortion fn : B→ f0(B) with fn(ζ) = f0(ζ) near ∂B and with
• K(z, fn)→ 1 uniformly on compact subsets of B
•
∫
B Ψ(K(z, fn))→

∫
B Ψ(1) as n→∞.

We now prove the following theorem.
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Theorem 7.5. Let Ψ(t) be a positive strictly increasing function of sublinear
growth, let Ω be a domain and let λ(z) ∈ L∞(Ω) be a positive weight. Suppose
that g0 : Ω→ C is a homeomorphism of finite distortion with∫

Ω

Ψ(K(z, g0)) <∞

Then there is a sequence of mappings of finite distortion gn : Ω → g0(Ω) with
gn(ζ) = g0(ζ), ζ ∈ ∂Ω with∫

Ω

Ψ(K(z, gn))λ(z)→ Ψ(1)

∫
Ω

λ(z) as n→∞ (7.13)

Proof. Let ε > 0. Since
(

Ψ(K(z, g0))−Ψ(1)
)
λ(z) ∈ L1(Ω) we can choose a finite

collection of disjoint disks contained in Ω, say {Bi}Ni=1, so that∣∣∣ ∫
Ω\

⋃
Bi

(
Ψ(K(z, g0))−Ψ(1)

)
λ(z) dz

∣∣∣ < ε/2. (7.14)

Next, for each i we use Lemma 7.4 in the obvious way to find hi : Bi → C with
hi = g0 in a neighbourhood of ∂Bi and∣∣∣ ∫

Bi

Ψ(K(z, hi))λ(z)−Ψ(1)

∫
Bi

λ(z)
∣∣∣ < ε

2N

Then the map

gε(z) =

{
g0(z) z ∈ Ω \

⋃
Bi

hi(z) z ∈ Bi
is of finite distortion and∣∣∣ ∫

Ω

Ψ(K(z, gε))λ(z)−Ψ(1)

∫
Ω

λ(z)
∣∣∣ =

∣∣∣ ∫
Ω\

⋃
Bi

(
Ψ(K(z, gε))−Ψ(1)

)
λ(z) dz

+
N∑
i=1

∫
Bi

(
Ψ(K(z, hi))−Ψ(1)

)
λ(z) dz

∣∣∣
< ε

The result follows. �

And the next corollary is what we seek.

Corollary 7.6. Let Ψ(t) be a positive strictly increasing function of sublinear
growth, let Ω be a domain and let λ(z) ∈ L∞(Ω) be a positive weight. Suppose
that g0 : Ω→ C is a homeomorphism of finite distortion with∫

Ω

Ψ(K(z, g0)) <∞

Then

min
F

∫
Ω

Ψ(K(z, g))λ(z) = Ψ(1)

∫
Ω

λ(z) dz

with equality achieved by a mapping of finite distortion if and only if the boundary
values of g0 are shared by a conformal mapping. Here F consists of homeomor-
phisms of finite distortion g with g|∂Ω = g0.
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7.5. Minimisers of convex distortion functionals. A natural class of homeo-
morphic mappings between rectangles satisfying the Grötzsch boundary conditions
(7.7) are those of the form

f0(z) = u(x) + iy, (7.15)

which will correspond to the lifts of the radial stretchings. For these mappings we
have (f0)x = ux and (f0)y = i. We will show these mappings are the extremals for
our mapping problems, but we will have to deal with degenerate situations as well
- in particular where f0 is not well defined, but has a well defined inverse. These
are topologically monotone mappings we have talked about earlier as local uniform
limits of homeomorphisms, and so for us as limits of minimising sequences. In order
to avoid excess technical complications we make the following assumptions:

Let w = a+ ib ∈ [0, L]× [0, 1] and set

g0(w) = v(a) + ib (7.16)

where v : [0, L]→ [0, `] is an absolutely continuous, increasing (but not necessarily
strictly increasing) surjection. The derivative va of v is a non-negative L 1([0, `])
function which if it is positive almost everywhere makes v strictly increasing and
we may set

f0 = g−1
0 : [0, `]× [0, 1]→ [0, L]× [0, 1] (7.17)

We now proceed as follows.

Lemma 7.7. Set g0(w) = v(a)+ib, where v : [0, L0]→ [0, `] is an absolutely contin-
uous, increasing surjection. Let f : [0, `]×[0, 1]→ [0, L]×[0, 1] be a homeomorphism
of finite distortion satisfying the boundary conditions (7.7). Then

|va(a)fx(g0(w)) + ify(g0(w))|2 > 0 (7.18)

Equality holds for f and almost every w if and only if v is strictly increasing L = L0

and f = g−1
0 .

Proof. We consider

h(w) = (f ◦ g0)(w)

The mapping h ∈ W 1,1
loc and maps [0, L0]× [0, 1]→ [0, L]× [0, 1] respecting the sides.

We compute the w̄-derivative of h;

2hw̄(w) = fz(v(a) + ib)va(a) + fz̄(v(a) + ib)va(a)

+ifz(v(a) + ib)− ifz̄(v(a) + ib)

= fx(g0(w))va(a) + ify(g0(w)) = 0

as an L 1-function. Thus h is analytic by the Looman-Menchoff theorem. The
boundary conditions and analyticity imply that h is a homeomorphism of the
boundary which must therefore be a homeomorphism of the rectangles. Then
L = L0 and h must be the identity since the two rectangles have moduli L0 and L.
The result follows �

For a suitable function v as above, let us write z = x+ iy where

z = g0(w) and ω(x) = va(a). (7.19)
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We note that ω is well defined. First, g0 is a surjection and if g0(w1) = g0(w2), then
w1 and w2 lie in a common interval on which v is constant, whereupon va(a1) =
va(a2) = 0. However if ω(x) > 0, then

|ω(x)fx(z) + ify(z)|2 > 0 (7.20)

with equality almost everywhere if and only if g0 is a homeomorphism and f0 = g−1
0 .

Also, when ω > 0, v is strictly increasing,

g−1
0 (z) = f0(z) = u(x) + iy, ω(x) = 1/ux(x). (7.21)

We now suppose that ω > 0 and expand out (7.20).

0 6 |ω(x)fx + ify|2 = (ω(x)fx + ify)(ω(x)fx − ify)

= ω2(x)|fx|2 + |fy|2 − 2Im(ω(x)fyfx)

which yields

ω2(x)|fx|2 + |fy|2 > 2ω(x) Im(fyfx). (7.22)

Notice that if we write f = U + iV , then

Im(fyfx) = Im(Ux(z)− iVx(z))(Uy(z) + iVy(z)) = J(z, f),

so (7.22) gives us

ω2(x)|fx|2 + |fy|2 > 2ω(x)J(z, f) (7.23)

with equality almost everywhere if and only if f = f0 (with the implication that f0

is a homeomorphism). We can rewrite (7.23) in two different ways. Namely

|fx|2 + |fy|2 > (1− ω−2(x))|fy|2 + 2ω−1(x)J(z, f),

|fx|2 + |fy|2 > (1− ω2(x))|fx|2 + 2ω(x)J(z, f),

which gives us two estimates on the distortion function (writing J = J(z, f)),

K(z, f) > (1− ω−2(x))
|fy|2

J
+ 2ω−1(x),

K(z, f) > (1− ω2(x))
|fx|2

J
+ 2ω(x).

Next, when ω > 0 almost everywhere we can define f0 by (8.1) with (??). Then

K(z, f0) = (1− ω−2(x))
|(f0)y|2

J0
+ 2ω−1(x),

K(z, f0) = (1− ω2(x))
|(f0)x|2

J0
+ 2ω(x),

and thus we have our first useful inequalities

Lemma 7.8. If ω(x) > 0, then

K(z, f)−K(z, f0) > (1− ω−2(x))

[
|fy|2

J
− |(f0)y|2

J0

]
, (7.24)

and

K(z, f)−K(z, f0) > (1− ω2(x))

[
|fx|2

J
− |(f0)x|2

J0

]
(7.25)

with equality holding almost everywhere in either inequality if and only if f = f0.
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We leave it to the reader to establish the elementary inequality for complex
numbers X, X0 and real J , J0,

|X|2

J
− |X0|2

J0
> 2 Re

(X0

J0

(
X −X0

))
− |X0|2

J2
0

(
J − J0

)
, (7.26)

with equality holding if and only if X/X0 = J/J0 is a positive real number (expand
|X/X0 − J/J0|2 > 0). This shows

(X,Y, J) 7→ |X|
2 + |Y |2

J

to be convex on C×C×R+. We apply (7.26) and this requires that the coefficient
(1−ω−2(x)) > 0 in the first case or (1−ω2(x)) > 0 in the second. Since this depends
on ux for the candidate extremal mapping, we carry along the two inequalities and
write K0 = K(z, f0). First note that if ϕ : R → R is convex, then its graph lies
above any tangent line:

ϕ(K)− ϕ(K0) > ϕ′(K0)
(
K−K0).

Notice that if ϕ′′ > 0, equality holds here if and only if K = K0. This therefore
yields the following two inequalities:

ϕ(K(z, f))− ϕ(K(z, f0)) > (1− ω−2(x))ϕ′(K0)[
2 Re

( (f0)y
J0

(
fy − (f0)y

))
− |(f0)y|2

J2
0

(
J − J0

)]
,

ϕ(K(z, f))− ϕ(K(z, f0)) > (1− ω2(x))ϕ′(K0)[
2 Re

( (f0)x
J0

(
fx − (f0)x

))
− |(f0)x|2

J2
0

(
J − J0

)]
.

Now (f0)y = i and (f0)x = 1/ω(x) = J0 so these equations read as

ϕ(K(z, f))− ϕ(K(z, f0))

>
(
1− 1

ω2(x)

)
ϕ′(K0)

[
2

J0
Im
(
fy − 1

)
− J − J0

J2
0

]
= 2

(
ω(x)− 1

ω(x)

)
ϕ′(K0)Im

(
fy − 1

)
+
(
ω2(x)− 1

)
ϕ′(K0)(J0 − J) , (7.27)

ϕ(K(z, f))− ϕ(K(z, f0))

> (1− ω2(x))ϕ′(K0)
[
2 Re

(
fx − (f0)x

)
−
(
J − J0

)]
. (7.28)

Now we want to multiply these two inequalities by a weight function λ(x) and
integrate. We are naturally led to consider the Euler-Lagrange equation for the
variational problem minimising∫

Q

ϕ(K(z, f))λ(x) |dz|2
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among functions of the form (7.15). This equation reduces to the next equation in
one real variable

d

dx

[
λ(x)

(
1− 1

u2
x

)
ϕ′
(
ux +

1

ux

)]
= 0 (7.29)

We would therefore like ω(x) to be chosen so that

λ(x)(1− ω2(x))ϕ′
(
ω(x) +

1

ω(x)

)
= α 6= 0 (7.30)

for a real constant α. This equation implicitly defines ω directly, and does not
involve any of its derivatives.

Remark 7.9. We postpone a discussion of boundary values for the solution f0 (really
g0) that we seek. Set ∫ `

0

dx

ω(x)
= L0 (7.31)

The boundary conditions we want are that L = L0 to identify the minimum. How-
ever, if L0 < L, then Lemma 7.7 still applies - and we obtain strict inequality. Also,
we note that from (7.30), with an assumption that λ > 0 and ϕ′ are continuous,
that ω = 0 implies that λ(x)ϕ′(∞) = α. In particular, we cannot have ω(x) = 0
unless ϕ′ is bounded - a condition we will see again.

We now suppose that we have (7.30) holding almost everywhere and L0 < L.
Then (7.30) forces 0 ≤ ω(x) < 1 for all x or ω(x) > 1 for all x. The case ω ≡ 1,
implies that α = 0 and hence g0 = f0 = identity. The first case (where we will
ultimately have to deal with degeneration as we cannot guarantee the boundary
conditions) has ux > 1 and so must correspond to stretching L > `. In the other
case ` < L.

We proceed as follows.∫
Q1

ϕ(K(z, f))λ(x) |dz|2 >
∫
Q1

ϕ(K(z, f0))λ(x) |dz|2 − α
∫
Q1

(J0 − J) |dz|2

+ 2

∫
Q1

λ(x)

(
ω(x)− 1

ω(x)

)
ϕ′(K0)Im

(
fy − 1

)
|dz|2,∫

Q1

ϕ(K(z, f))λ(x) |dz|2 >
∫
Q1

ϕ(K(z, f0))λ(x) |dz|2 + α

∫
Q1

(J0 − J) |dz|2

+ 2α

∫
Q1

Re
(
fx − (f0)x

)
|dz|2.

For an arbitrary Sobolev homeomorphism it is well known that∫
Q1

J |dz|2 6 |Q2| = L =

∫ `

0

ux(x) dx =

∫
Q1

J0 |dz|2

We will use the first inequality above when α < 0 and the second when α > 0.
Thus, for α < 0∫

Q1

ϕ(K(z, f))λ(x) |dz|2

>
∫
Q1

ϕ(K(z, f0))λ(x) |dz|2 + 2

∫
Q1

λ

(
ω − 1

ω

)
ϕ′(K0)Im

(
fy − 1

)
|dz|2,



ENERGY-MINIMAL PRINCIPLES IN GEOMETRIC FUNCTION THEORY 633

while for α > 0 we have∫
Q1

ϕ(K(z, f))λ(x) |dz|2

>
∫
Q1

ϕ(K(z, f0))λ(x) |dz|2 + 2α

∫
Q1

Re
(
fx − (f0)x

)
|dz|2

Next, from (7.8) we see that∫
Q1

λ(x)

(
ω(x)− 1

ω(x)

)
ϕ′(K0)Im

(
fy − 1

)
|dz|2

=

∫ `

0

λ(x)

(
ω(x)− 1

ω(x)

)
ϕ′(K0)

[ ∫ 1

0

Im
(
fy − 1

)
dy
]
dx = 0

and ∫
Q1

Re
(
fx − (f0)x

)
|dz|2 =

∫ 1

0

[ ∫ `

0

Re
(
fx − (f0)x

)
dx
]
dy = 0.

Thus we have established

Theorem 7.10. Let λ(x) > 0 be a positive weight and ϕ : [1,∞) → [0,∞) be
convex increasing. Let the function u : [0, `]→ [0, L]

u(0) = 0, u(`) = L0 ≤ L (7.32)

be a solution to the ordinary differential equation

λ(x)

(
1− 1

u2
x(x)

)
ϕ′
(
ux(x) +

1

ux(x)

)
= α (7.33)

where α is a nonzero constant. Set

f0(z) = u(x) + iy, f0 : [0, `]× [0, 1]→ [0, L0]× [0, 1]. (7.34)

Let f : [0, `]×[0, 1]→ [0, L]×[0, 1] be a surjective homeomorphism of finite distortion
with

Ref(0, y) = 0, Ref(`, y) = L, Imf(x, 0) = 0, Imf(x, 1) = 1.

Then ∫
Q1

ϕ(K(z, f))λ(x) |dz|2 >
∫
Q1

ϕ(K(z, f0))λ(x) |dz|2. (7.35)

Equality holds if and only if f = f0. In particular, if L0 < L, then this inequality
is strict.

Notice α = 0 gives the identity mapping - clearly always an absolute minimiser
when it is a candidate.

7.6. Degenerate cases. Theorem 7.10 identifies the extremal homeomorphism of
finite distortion when we can find α so that L0 = L. We will see later that this is
not always possible and then Theorem 7.10 provides us with the unattainable lower
bound

∫
Q1
ϕ(K(z, f0))λ(x) - since the inequality is strict. When L0 < L of course

f0 is not a candidate mapping for the minimisation problem - so it might not be
surprising the bound is unattainable. However it might be possible that this value
is the limit of a minimising sequence of candidates. What we want to do here is to
find circumstances in which this happens.
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Theorem 7.11. Suppose that f0 is defined as in Theorem 7.10 above and for no
choice of α is it possible that L = L0. Suppose that ϕ′ is bounded. Then there
is a sequence of surjective homeomorphism of finite distortion fj : [0, `] × [0, 1] →
[0, L]× [0, 1] such that

∫
Q1

ϕ(K(z, fj))λ(x) |dz|2 =

∫
Q1

ϕ(K(z, f0))λ(x) |dz|2 (7.36)

In particular, under these circumstances there is no extremal homeomorphism of
finite distortion whatsoever.

Remark. We will see in the next few sections the condition φ′ bounded is necessary
for nonexistence of minimisers, but not sufficient. The behaviour of the weight
λ near its minimum determines whether we can solve the boundary problem for
arbitrary L.

Proof. Our assumption is that ϕ is convex increasing and thus ϕ′ is positive and
increasing, not necessarily strictly. We may also assume limt→∞ ϕ′(t) = 1. The
function t 7→ (1−t−2)ϕ′(t+1/t) is strictly increasing and our solution uα is obtained
by the rule uαx(x) = tx where (1 − t−2

x )ϕ′(tx + 1/tx) = α/λ(x). This implies that
α ≤ α0 = minx λ(x). It is easy to see that uα(`) ↗ uα0(`) and our hypothesis is
that last value is L0 < L. Thus for α ≤ α0, the family uα ∈ W 1,1([0, `]), with a
uniform bound. Further u0 = uα0 is strictly increasing with derivative tending to
∞ as x approaches a minimum, say x0, of λ (which may be an endpoint of [0, `]).
Let

g0(w) = v0(a) + ib, v = u−1
0

Then (v0)a(a) = 1/(u0)x(x) with u0(x) = a ∈ [0, L0]. With u0(x0) = a0 we have
(v0)a(a0) = 0. We now define a new function g : [0, L] × [0, 1] → [0, `] × [0, 1] by
simply defining g(w) = v(a) + ib to be constant near x0. That is (with appropriate
modification should x0, the minimum of λ be an endpoint)

v(a) =

 v0(a) a ≤ a0

v0(a0) a0 ≤ a ≤ a0 + L− L0

v0(a+ L0 − L) a0 + L− L0 ≤ a ≤ L
(7.37)

Then va is a non-negative L1 function, vanishing on [a0, a0 + L − L0] and with
‖va‖1 = `. It is routine to approximate va by positive vja in L1 and with ‖vja‖1 = `.
Define v(a) =

∫ a
0
vja to get a homeomorphic mapping of finite distortion gj(w) =

vj(a) + ib. Notice that gj → g uniformly in W 1,1([0, L]× [0, 1]). Set

f j = (gj)−1 : [0, `]× [0, 1]→ [0, L]× [0, 1]
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The mappings f j are surjective homeomorphisms of finite distortion. We calculate,
with the change of variables gj(w) = z,∫
Q1

ϕ(K(z, f j))λ(z) dz =

∫
Q2

ϕ
(‖Df j(gj)‖2

J(gj , f j)

)
λ(gj(w)) J(w, gj)dw

=

∫
Q2

ϕ
(
‖(Dgj(w))−1‖2J(w, gj)

)
λ(gj(w)) J(w, gj)dw

=

∫
Q2

ϕ
(
vja(a) +

1

vja(a)

)
λ(vj(a)) vja(a)da

→
∫
Q2

ϕ
(
va(a) +

1

va(a)

)
λ(v(a)) va(a)da

=

∫
[0,L0]×[0,1]

ϕ
(

(v0)a(a) +
1

(v0)a(a)

)
λ((v0)(a)) (v0)a(a)da

=

∫
[0,`]×[0,1]

ϕ
(

(u0)x(x) +
1

(u0)x(x)

)
λ(x) dx

=

∫
Q1

ϕ
(
K(z, f0)

)
λ(z) dz

8. The Nitsche Phenomenon

Before moving on to discuss the theory in more generality we provide a couple
of interesting applications based around the classical Nitsche problem.

Theorem 7.10 strongly motivates us to study the ordinary differential equation
(7.33) for solutions will identify minima of out Nitsche and Grötzsch type problems.
Note also that the transformation from the Nitsche type problem to the Grötzsch
problem yields a significantly simpler equation to study—in fact it is not really an
ODE at all.

8.1. Weighted mean distortion. Let us first observe how the Nitsche phe-
nomenon arises, here we have (ignoring multiplicative constants) λ(x) = e4πx as
η(w) = 1. We have

1− 1

u2
x(x)

= αe−4πx, ux(x) =
1√

1− αe−4πx

u(x) =

∫
e2πx dx√
e4πx − α

=
1

2π

∫
dt√
t2 − α

, t = e2πx.

So

u(x) =
1

2π
log
(e2πx +

√
e4πx − α

1 +
√

1− α

)
, α 6= 0

noting u(0) = 0. Recall u : [0, `]→ [0, L] and we must solve u(`) = L, that is

L =
1

2π
log
(e2π` +

√
e4π` − α

1 +
√

1− α

)
(8.1)

by choice of our free parameter α. Notice that α is not bounded from below, and
as α → −∞ we can make the right hand side of (8.1) as small as we like. Thus
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there is always a minimiser if L 6 `. If α > 0 we see that (7.33) requires α < 1 so
that

L <
1

2π
log
(e2π` +

√
e4π` − 1

1 +
√

1− α

)
and when unwound, these are precisely the Nitsche bounds.

For more general weights λ(x),

1− 1

u2
x(x)

=
α

λ(x)
, ux(x) =

√
λ(x)

λ(x)− α

and we must typically study the behaviour of an integral like

u(x) =

∫ `

0

√
λ(x)

λ(x)− α
dx.

Again, as α→ −∞ and if λ is not too bad, we can make this integral as small as we
wish. Notice that α/λ(x) < 1, so if we put λ0 = minx∈[0,`] λ(x), then this integral
is dominated by the one with the choice α = λ0 and the issue is to decide whether∫ `

0

√
λ(x)

λ(x)− λ0
dx <∞.

If this integral is finite, then we will observe Nitsche type phenomenon; non-
existence of minima outside a range of moduli.

Supposing that λ0 > 0, the principal issue concerns the integral∫ `

0

dx√
λ(x)− λ0

<∞, (8.2)

and without going into excessively fine details, convergence will require that

λ(t) ≈ λ0 + t2s, s < 1

near the minimum.
In particular, if λ is a smooth positive weight and λ′(x) = 0 at it’s minimum

(which may well occur at the endpoints in which case we choose the appropriate
left or right derivative), then we can always solve the deformation problem.

8.2. ϕ′ unbounded; p > 1. We show that if the convex function ϕ has unbounded
derivative, then there is always a minimiser, with mild assumptions on the weight
function λ. In particular we do not see the Nitsche phenomenon for the Lp–norms
of mean distortion. First observe that when ϕ is smooth and convex increasing, the
function

F (t) =

(
1− 1

t2

)
ϕ′
(
t+

1

t

)
is increasing for t > 0, indeed

F ′(t) =
2

t3
ϕ′
(
t+

1

t

)
+

(
1− 1

t2

)2

ϕ′′
(
t+

1

t

)
> 0

Next, if ϕ′ is unbounded, it is monotone and then

lim
t↘0

F (t) = −∞, lim
t→+∞

F (t) = +∞
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The intermediate value theorem implies that for each x ∈ (0, `) and α ∈ R we can
find tx > 0 so that F (tx) = α/λ(x). We then define a function vα by the rule
vα(x) = tx > 0. Then v is a positive function which certainly satisfies

λ(x)

(
1− 1

v2(x)

)
ϕ′
(
v(x) +

1

v(x)

)
= α (8.3)

The regularity of the function vα depends on that of λ. The function u that we are
looking for defines the mapping f is an antiderivative of v. For f to be a mapping
of finite distortion, we’ll need that u is absolutely continuous. These conditions are
all easily seen to be true if λ (and hence vα) is piecewise continuous.

We then define

ux(x) = vα(x) (8.4)

If λ is bounded and bounded away from 0, then it is easy to see that vα is uniformly
large when α is chosen large, while vα is uniformly small if α is chosen large and
negative. Further

u(x) =

∫ x

0

vα(s) ds

depends continuously on α (as vα depends piecewise continuously). Thus u(`) can
be made to assume any positive value - in particular we can solve u(`) = L, and
so we don’t see the Nitsche phenomenon. Here is a theorem summarising this
discussion. The reader will see that we have not striven for maximum generality.

Theorem 8.1. Let λ(x) be a piecewise continuous positive weight bounded and
bounded away from 0. Let ϕ : [1,∞) → [0,∞) be smooth and convex increasing
with ϕ′(s) unbounded as s→∞. Then the minimisation problem

min
f∈F

∫
Q1

ϕ(K(z, f))λ(x) |dz|2 (8.5)

has a unique solution of the form f(z) = u(x) + iy. Here F is the family of all
mappings of finite distortion satisfying the boundary conditions described in 7.2

We then have the following corollary about the weighted Lp-norms of distortion
functions.

Corollary 8.2. Let λ(x) be a piecewise continuous positive weight bounded and
bounded away from 0. Then the minimisation problem

min
f∈F

∫
Q1

Kp(z, f)λ(x) |dz|2 (8.6)

has a unique solution of the form f(z) = u(x) + iy. Here F is the family of all
mappings of finite distortion satisfying the boundary conditions described above.

8.3. Critical case: ϕ′ bounded. Examining the above argument we see that in
this case we can always find a solution to the minimisation problem of the given
form if L < ` by varying α among negative values, α = 0 produces the identity
mapping. However, there are further subtleties. The reader will quickly get to a
condition on the integrability of ψ(λ0/λ(x)) where ψ is the inverse of the bounded
increasing function t 7→ ϕ′(t + t−1)(1 − t−2) with λ0 = min[0,`] λ. Let us give two
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illustrative examples in the standard (Nitsche) case with ` = 1, λ(x) = e−4πx. We
may assume that ϕ′(t)↗ 1 and the limiting case α = e4π:

Case: ϕ(t) = t− log(t), ϕ′(t) = 1− 1
t , a = a(x) = e4π(x−1) 6 1.

We choose ux to be the largest real root of the polynomial:(
1− 1

t+ t−1

)(
1− 1

t2
)

= a

p(t) = −1 + t− at2 − t3 + (1− a)t4 = 0.

Since

p(
1

1− a
) = −1 +

1

1− a
− a

(1− a)2
− 1

(1− a)3
+

1

(1− a)3
= − a2

(1− a)2
< 0

the largest real root ux(x) > 1/(1− a(x)) and∫ x

0

uy(y) >

∫ x

0

1

1− e4π(y−1)
≈ 1

4π
log
( 1

1− x

)
and this diverges as x→ 1. Therefore with appropriate choice of α we can always
solve u(0) = 0 and u(1) = L. Hence there is no Nitsche phenomenon.

Case: ϕ(t) = t+ 1
(p−1)tp−1 , p > 0, p 6= 1.

We have ϕ′(t) = 1− 1
tp , 0 < a = a(x) = e−4πx < 1 for 0 < x < 1, and hence ux

is the largest real root of the polynomial

P (t) =

(
1− 1

(t+ t−1)p

)(
1− 1

t2

)
− a = 0. (8.7)

Note that when t > 0, P (t) is a continuous monotonically increasing function of t.
Also note that P (1) = −a < 0, and limt→∞ P (t) = 1−a > 0, so that P has exactly
one real positive root ux > 1.

First let us deal with 0 < p < 1. Observe that(
1− (1− a)2

)((
1 + (1− a)2

)
− (1− a)

)
− a
(
1 + (1− a)2

)
= −a2(1− a)2 < 0.

This may be rewritten as(
1−

( 1

1− a

)−2)(
1− 1

1
1−a + 1−a

1

)
− a < 0

Now using the fact that 0 < p < 1, we see that

P
( 1

1− a

)
=
(

1− 1(
1

1−a

)2

)(
1− 1(

1
1−a + 1−a

1

)p)− a < 0

and hence the largest real root ux > 1/(1− a). The integral of the right hand side
diverges (see the reasoning for the case ϕ′ = 1− t−1). Thus with appropriate choice
for α we can always solve u(0) = 0, u(1) = L and therefore we see no Nitsche
phenomenon for p < 1.

Next, take p > 2. Recall (8.7). Note that
(
t+ 1

t

)p
>
(
t+ 1

t

)2
> t2. Set Q(t) as

P (t) =

(
1− 1

(t+ t−1)p

)(
1− 1

t2

)
− a >

(
1− 1

t2

)2

− a = Q(t), t > 1.
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The largest real root of P (t) is therefore dominated by the largest real root of Q(t).
Solving Q(t) = 0 gives∫ 1

0

ux dx <

∫ 1

0

1√
1− e−2πx

dx = log
(
eπ +

√
e2π − 1

)
,

a finite number. Therefore, when p > 2, ux(x) is dominated by an integrable
function and we must see the Nitsche phenomenon. It is no coincidence that the
value of the integral here is strongly reminiscent of that for the Nitsche case (8.1);
the integrands for that case and the estimate here are very similar.

It remains to cover the case where 1 < p < 2. Note that for p > 1, 1− 1
(t+t−1)p >

1− 1
tp , and for p < 2, 1− 1

t2 > 1− 1
tp . Therefore the polynomial

P (t) =

(
1− 1

(t+ t−1)p

)(
1− 1

t2

)
− a >

(
1− 1

tp

)2

− a = Q(t),

and the largest real root of P (t) is again dominated by the largest real root of Q(t).

Solving Q(t) = 0 yields ux <
(

1−
√
a(x)

)−1/p

. Near x = 0,
√
a(x) = e−2πx ≈

1− 2πx and so ∫ 1

0

1(
1−

√
a(x)

)1/p
dx ≈

(
1

2π

)1/p ∫ 1

0

1

x1/p
dx,

which converges if and only if p > 1. Therefore in this case, too, ux is dominated
by an integrable function and we must see a critical Nitsche-type phenomenon.

9. Teichmüller’s Problem.

In the preceding (frictionless) examples we have seen the case of minimisers of Lp-
mean distortion that p = 1 is rather special and that p ∈ (1,∞] are similar in that
extremal mappings exist and are regular. We just mention here a related problem
with boundary values in which the exact opposite occurs. Namely p ∈ [1,∞) have
the same nature (nonexistence of minimisers, see [28] for the case p = 1.) while
p =∞ has minimisers. Teichmüller’s problem for mean distortion is to identify for
r > 0,

inf ‖K(z, f)‖Lp(D)

and show a minimiser exists. Here the infimum is taken over all mappings f :
D onto−−→ D of finite distortion with f ∈ W 1,2

loc (D), f(0) = r, and that can be extended
to a homeomorphism of the closed disk onto itself with f |∂D = Id. The classical
Teichmüller problem is p = ∞ where the maximal distortion is employed instead
of the mean distortion and minimisers exist and are of Teichmüller type. That
is µ = kφ̄/φ where φ is meromorphic with a pole of order 1 at r. However, for
1 ≤ p < ∞ minimisers exist in a weak sense, and there is an associated Ahlfors-
Hopf meromorphic quadratic differential with a pole of order 1, but these minimisers
can never be locally quasiconformal except in the trivial case r = 0 and f(z) = z,
[31].
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